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b npeamera
Lunse mpeameTa je yrmo3HaTH CTyJeHTE ca HalpeJHUM KOHIIETITHMA, TEXHUKaMa U 0JjabpaHuM MpruMepruMa IMpruMeHa Heypo
padyHapcTBa.

Hcxon npeamera

CTyIeHTH CTHYYy 3Hama O HANpPEIHUM KOHICNITHMAa HEYPOHCKE Mpexe u3 “Heypo” pauyHapctBa. [lopen Tora, ymosHajy ce ca
MPaKTHYHUM MpoOJIeMHUMa, TIOJbMMA M HAaYMHMMA MPUMEHE KOHIENTa HEYPOHCKE MPEXKE M y MOTIYHOCTH OCIOCO0JbaBajy 3a
caMoCTaJlaH pa3Boj, MOJIENHPAkhE U IPUMEHY BEIITAYKIX HEYPOHCKIX MPEXa Y TOMEHY KOMIUIEKCHE aHAIN3€E pajia MHTEITUT €HTHIX
pavyyHapCKHX CHCTEMa.

Canp:xaj npenmera
Teopujcka nacmaea

Hacranak u pa3Boj KOHIENITa HEYPOHCKE MpExe U3 “Heypo” padyHapcTBa. Mojesy MPUPOIHOT U BEIITAYKOT HEYPOHA - KOHIIENT HEYPOHCKE
Mpexe. TeKUHCKU KOoeQUIIMjeHTH 1 aKTHBAIOHE (DYHKIIMje HEypOHa - KOHIIENT HEYPOHCKE MpEeXe.

Bpcre Bemraukux HeypoHckux Mpexa. OOywyaBame BHM, tunoBu m anropurmu oOy4aBama. @azu HeypoH. [Ipumepu npuMeHe KOHLENTa
HeypoHCcKe Mpexe. XuOpunHu (¢asu-Heypo) CUCTEMH KOHIENTa HeypoHCKe Mpexe. [IpuMepu KOHKPETHHX HEYPOHCKHX Mpea, OJHOCHO
xuOpuaHux cucreMa. Kpo3 u3pagy ceMHHapCKoOr pajia CTyAEHTH Tpeba [a aluIMIHpajy 3HAKhe Ha pelllaBambe KOHKPETHOT MpobiieMa - KOHIENTa
HEYPOHCKE MpEKE.

Ipaxmuyna nacmasa:Beoxcoe, /[pyeu obauyu nacmage, Cmyoujcku ucmpaicueauxu pao
W3spana npumepa, 3a1aTaka ¥ HaYMHA IPUMEHE KOHIIENTa HEYPOHCKE Mpeke Ha mojenuma BHM. Tlpaktuuno ce oOpal)yjy mMeTone U TeXHHUKe
o0y4aBarba HEYPOHCKHX MpeXa U MPUMEHA 00y4eHUX CHCTEMa U KOHIIETITa HEYPOHCKE MpExe
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Bpoj yacoBa akTMBHe HacTaBe ‘ Teopujcka HacraBa: 2x15=30 [pakTuuyHa Hacrapa: 2x15=30

Metone n3solhema HacTaBe
[IpenaBama, 3amanm, KOHCYJ Tanuje. TokoM cMmecTpa he ce KOHTHHYHpaHO 3aaaBatd 3agaid. CeMHHapCKU 3afarak he Ou Tu
MIperJie/iad, OIICHhEH U 10 oTpeOu mpornpaheH KOMeHTapuMa U IpenopyKaMa HaCTaBHHKA.

On ena 3Hama (MakcuMaaHu 0poj moena 100)

IpenucnutHe 00aBe3e Iloena | 3aBpIIHU UCTIUT Toena
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